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Introduction

This is the first in a series of guides that will take a deep dive into a high
performance embedded machine learning model, running on Alif Ensemble
MCUs. Learn about how these models work, what makes them suited to
embedded inference, how you can train them yourself, and how to run them with
speed and efficiency by leveraging the integrated NPU in Alif devices.

This article covers MobileNet, a popular family of deep learning model
architectures designed for use on edge devices. MobileNet was originally
published by a team at Google in 2017, and has been followed up with additional
versions and papers. The first paper is titled “MobileNets: Efficient Convolutional
Neural Networks for Mobile Vision Applications”, and is available here:
https://arxiv.org/abs/1704.04861

MobileNet and NVIDIA TAO, with Alif Ensemble MCUs 2

https://arxiv.org/abs/1704.04861


What is MobileNet?

MobileNet is an example of a convolutional neural network, or CNN. CNNs are
designed to efficiently extract features from images. A typical CNN consists of a
stack of convolutional layers. The first layer takes the image as input in the form of
a two-dimensional matrix. The convolutional layer “slides” a set of filters across the
matrix, “striding” across multiple pixels at a time. With each stride, the output of
each filter is collected in the layer’s output. Thanks to the strides, this process
results in a matrix that has a smaller height and width, and whose elements
contain one value for each filter. This is called a feature map.

Stacked convolutional layers gradually reduce the height and width of the feature
map, and increase its dimensions. The image is converted from a large grid of
pixels into a small grid of features, with the values of the features corresponding to
the content of the image in that region. In a trained network, the features in earlier
layers will correspond to simple shapes and patterns, while those in later layers
refer to higher level concepts and objects.

In essence, a convolutional model converts a raw image into a conceptual map
that describes the image’s content. This turns out to be a very useful
representation: it can be used for many downstream computer vision tasks. For
example, a classifier can be trained on the feature map to distinguish different
classes of image. Alternatively, an object detection model might be trained to
locate specific objects within the image.

The MobileNet family of architectures are designed to be small and efficient. Their
size and computational cost can be controlled via two main variables: the input
image resolution, which in turn impacts the size of the subsequent convolutional
feature maps and the amount of memory they consume, and the width multiplier,
α, which controls the number of filters and their associated weights.

This means a MobileNet model can easily be tailored for different targets. Its
weights can range from a few dozen kilobytes to tens or hundreds of megabytes.
MobileNet models of a fewmegabytes in size can be highly effective, and
competitive with models that are much larger.

The secret to MobileNet’s efficiency is its use of depth-wise separable convolutions.
These are a variation on the traditional convolutional layer that are much more
computationally efficient, with little reduction in accuracy.
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The MobileNet family has evolved over time. The original MobileNet made use of
depth-wise separable convolutions as mentioned, and its successor, MobileNetV2,
introduced a structure known as an inverted residual layer. This inverted residual
layer allows MobileNetV2 to efficiently pass information between distant layers
during training, resulting in better performance. The MobileNetV3 architecture
was created using neural architecture search, a process that automates the
discovery of efficient deep learning architectures. MobileNetV4 included novel
structures designed to further optimize performance.

MobileNet on the Alif Ensemble MCU

The Alif Ensemble family is designed to deliver high performance in AI/ML
applications, by combining the latest-generation Arm Cortex-M55 MCU cores
along with Arm Ethos-U55 neural processing units (NPUs) to deliver fast, efficient
inference on-device.

The Ethos-U55 NPU is an accelerator described as a microNPU, designed to bring
deep learning acceleration to the energy-efficient edge. The U55 is ideally suited
for running architectures like MobileNet with impressively low latency, and
minimal power consumption.

The profiling tools in Edge Impulse help show the performance of the Ensemble
MCUs. For example, the following project shows a fairly large MobileNet (input size
224, αwidth multiplier 1.0) running in 26ms per inference. This particular Mobilenet
comes from ARM’s model zoo, and was uploaded to Edge Impulse using Edge
Impulse’s BYOM feature.
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The project can be found here, for closer inspection:
https://studio.edgeimpulse.com/public/316244/latest

At 26ms, this is fast enough for real-time inference on multiple streams of video
from the same device—incredibly impressive for such an efficient and low cost
platform.

The Ethos-U55 is designed to work with int8 quantized models, which are models
that have been compressed so that their (typically) float32 numbers are reduced to
an 8-bit representation. The Ethos-U55 microNPU performs inference directly in
the int8 space, leading to high performance and a 4x smaller model size.
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When to use Alif Ensemble MCUs
The Ensemble family scales from a single core to a new class of multi-core devices,
that combine up to two Cortex-M55 MCU cores, up to two Cortex-A32 CPU cores
capable of running high-level operating systems, and up to two Ethos-U55
microNPUs for artificial intelligence and machine learning acceleration. Ensemble
processors are designed to deliver an uplift in performance of at least two orders of
magnitude compared to executing similar workloads on traditional 32-bit MCUs
across a wide range of AI models.

This means that your machine learning tasks will run significantly faster on Alif
devices, and even more important, you will save power at the same time.
Executing an inference operation on a traditional microcontroller will force it to run
at 100% CPU utilization throughout the inference process.

Since Alif’s architecture cuts down the inference time to only a fraction of what it
would have been if run on the CPU core, you end up extending your battery life at
the same rate. There really isn’t anything quite like it in the market today.

Also, because the Ensemble MCUs contain high-performance M55 cores, they are
not restricted to basic microcontroller use-cases such as vibration detection or
keyword spotting, but are capable of more complex tasks like language processing
and vision-based applications as well. They come in a standard MCU footprint, and
do not need a heat-sink.
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A few common applications for the Ensemble devices are:

● Industrial monitoring
● Health care monitoring
● Smart wearables
● Smart machine vision cameras
● Infrastructure and building automation
● Audio processing and hearables

Object Detection with NVIDIA TAO on the Alif
Ensemble MCU
The NVIDIA TAO (Train, Adapt, Optimize) framework is designed to simplify the
task of creating custom computer vision applications, by leveraging NVIDIA’s
subject matter expertise and catalog of ready-made AI models. TAO allows users to
customize these models by adding their own data, fine-tuning, then deploying the
final output as an ONNXmodel. Traditionally these were meant for deployment to
devices containing an NVIDIA GPU, but with the performance uplift of the Ethos
U55 NPU, Alif Ensemble MCUs are now able to perform inference as well.

Source: https://docs.nvidia.com/tao/index.html
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There are two easy ways to deploy NVIDIA TAOmodels to Alif Ensemble MCUs
using Edge Impulse. The first method leverages the Edge Impulse Studio, which is
a workflow-driven GUI that walks a user through the process of dataset curation,
model training, and model deployment to a device. The second method can be
used by experienced machine learning engineers working in their own
development environments, via the Edge Impulse Python SDK.

Option 1 – Edge Impulse Studio
Building a machine learning model inside the Edge Impulse Studio is a great way
to get started with computer vision and object detection applications. To begin,
simply visit https://studio.edgeimpulse.com/ and login. You can create a new
project, and provide a name, after which you will be brought to the Dashboard.

Object detection projects will need images collected, specifically images that
contain the item of interest to identify, with bounding boxes drawn around the
target. If you already have images collected, you can upload them by clicking on
Data acquisition, and then Add data.
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If you do not have existing images, you can also collect images with a smartphone
or from a connected Ensemble AI/ML AppKit. Once the images have been
captured, you can draw bounding boxes around the object of interest by clicking
on the Labeling queue.

With your dataset prepared, you can move on to Impulse design, which is the
workflow that helps to define the machine learning pipeline and then configure
the neural network. Here, you’ll choose an Image Processing block, an Object
Detection Learning block, and then click Save Impulse in order to move on to
Feature generation and have a look at the Feature explorer to see how your data is
clustered.

Once complete, you can click on Object detection on the left navigation to arrive
at the neural network settings. You can set parameters such as number of training
epochs, learning rate, and add augmentation, as well as select from a variety of
NVIDIA TAO architectures and MobileNet backbones. Once ready, click on the
Start training button.
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Upon completion, you can test the performance of your resulting model by either
using Live classification orModel testing, which will apply the built model to live
input from either an attached camera or Ensemble AI/ML AppKit, or set-aside Test
images from the dataset respectively.

Finally, you can click on Deployment on the left navigation menu, and then
choose from a variety of firmware, libraries, and target devices. To quickly ensure
model functionality before integrating with your own application and code base,
you can select either the Alif AI/ML Kit Gen2 HE core or the Alif AI/ML Kit Gen2
HP core depending on which unit you have, by beginning to type into the search
box.

MobileNet and NVIDIA TAO, with Alif Ensemble MCUs 10



This will provide you with a downloaded .zip file, that contains a flashing utility and
firmware that is ready to be deployed onto the Ensemble AI/ML AppKit. Once
flashed, the board will automatically run inference with the model that you’ve
created, making for quick and easy testing and validation that your model works.
From there, you can alternatively download the model as a library, then begin the
process of integrating into your application framework.

Option 2 – Edge Impulse Python SDK

Expert ML developers may prefer to train models in their own Python
environment, for example in a Jupyter notebook. In this case, they can easily
profile models on the Alif Ensemble MCUs – and create an Ethos U55 Library for
deployment – using the Edge Impulse Python SDK using two simple commands:
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Unset

Unset

profile = ei.model.profile(model=model, device='alif-hp')

print(profile.summary())

ei.model.deploy(model=model,
deploy_target="alif-hp",

model_input_type=ei.model.input_type.OtherInput(),

model_output_type=ei.model.output_type.Classification(),

output_directory=".")

As this option is intended for experience ML engineers, it is best to refer to the
most recent official Edge Impulse documentation, which can be found here:

https://docs.edgeimpulse.com/docs/tools/edge-impulse-python-sdk#profile
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What more can you do with the Alif Ensemble
family and Edge Impulse?
Other models can be developed from scratch with Edge Impulse for the Alif
Ensemble devices. For example, the ARMModel Zoo has a number of Sound Event
Detection and Keyword Spotting models, but what if you wanted to change the
data to alter their inference? You can create equivalent models using Edge
Impulse by “cloning” these projects, changing the data collected, retraining the
model, and then deploying to the Alif device.

Task Model Edge Impulse ARM Model Zoo

Image Classification MobilenetV1 Image Classification for
Visual Wake Words using
Transfer Learning on
MobileNetV1

Visual Wake Words ARM
Model Zoo

Keyword Spotting MobilenetV1 Keyword Spotting using
Transfer Learning on
MobilenetV1

Keyword Spotting ARM
Model Zoo

Keyword Spotting DS-CNN Keyword Spotting using
DS-CNN network

Keyword Spotting ARM
Model Zoo

Sound Event
Classification

CNN Sound Event Detection
using 1D Convolution
(CNN) networks

N/A - ARM Model Zoo
does not contain Sound
Event Detection models

Object Detection Mobilenet-based and
YOLO-based models

Object Detection using
MobilenetV2 SSD FPN
Lite

Object Detection ARM
Model Zoo

Object Detection Mobilenet-based and
YOLO-based models

Object Detection using
FOMO and YOLOV5

Object Detection ARM
Model Zoo

Motion Classification Full Connected (Dense)
network

Motion Recognition with
Dense Layer Classifier
with Anomaly Detection

N/A - ARM Model Zoo
does not contain Motion
Classification Tasks
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Wrapping Up
In this Solutions Guide, we’ve described the MobileNet computer vision
architecture, and why it is an important part of Object Detection machine learning
projects. We then detailed the NVIDIA TAO framework, and how it plays a role in
building reliable vision applications thanks to the subject matter expertise
provided by NVIDIA researchers and specialists. Finally, we go through a quick
tutorial of how to build a TAOmodel using Edge Impulse, then deploy it to the Alif
Ensemble AI/ML AppKit for high-performance, low-power edge AI inference –
accelerated by the Ethos U55. For more information and to get started with the Alif
Ensemble on Edge Impulse, you can head to the Alif Ensemble portal in the Edge
Impulse documentation:

https://docs.edgeimpulse.com/docs/edge-ai-hardware/mcu-+-ai-accelerators/alif-e
nsemble
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